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Abstract

The training of AI models presents a unique technological problem. Much like money laundering, AI can
enable the “laundering” of data, allowing the effective plagiarism of copyrighted work without the ability
to easily prove such theft is taking place. This is particularly a problem for artists and other creatives
whose work current algorithms can easily analyse, such as images and text writing, but presents a general
problem in many fields.

Recent high-profile AI uses have been marketed to the public as examples of technical innovation. How-
ever, it is more accurate to say that they are the result of data theft; their sudden leap in performance is
due to the vast amounts of data they now have access to, much of it not being used with the permission
of its owners. Many AIs also depend on gargantuan pools of underpaid human labor to classify objects
for them, a stark contrast to the supposed intelligence of the technologies themselves.

The aim of this article is to explain the current state of AI technology as simply as possible, without
requiring technical understanding, and showing examples from real life and popular culture to explain
some of the issues. It also goes into detail about the nature of current AI systems, public misconceptions
about the actual abilities of said AI systems, and other relevant topics regarding the use of and function-
ality of AI. It also details the regulatory and technological hurdles of stopping unethical AI, and proposes
possible solutions to those ends.

In addition, one section of this article contains an explanation of Glaze, a software tool for protect-
ing images from being used by unethical AI. I am not a member of the Glaze team or involved in its
development; however, its efficacy and mechanisms make it one of the best anti-AI tools for artworks in
my view, to use while legal regulations catch up with the AI industry.
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1 The current (primitive) state of AI and ML technology

AI and ML (Machine Learning) technology is still in very early stages. In the minds of the public, AI seems to be
advancing very quickly, but in fact AI is still very much in its infancy compared to what public perception might
suggest. The term “machine learning” is much more relevant to current AI algorithms; they are not intelligent, or
even close to intelligent.

Most “AIs” that the public are currently familiar with are, at their core, little more than statistical models. Under-
lying such AIs as ChatGPT for example are LLMs (Large Language Models); art-generating AIs are underpinned by
very similar models.

1.1 Large Language Models (LLMs)

A Large Language Model is, in simple terms, similar to a kind of database: a gigantic pile of information about words
and sequences of words, and relationships between them. The model is not intelligent; it simply contains a huge
amount of computed relationships between the words and sequences. For example, it might record that statistically,
the word “blue” is sometimes followed by the phrase “da ba dee”, or that use of the phrase “Scott Morrison” is
correlated with use of the word “coal”.

The model knows nothing of language syntax, grammar, semantics, or any other rules that govern how language is
used. It functions solely as a statistical model; if for example it has been given a billion essays written by humans,
what may “appear” to be an understanding of syntax and grammar may be seen in the model’s output simply due to
the probabilities it has inferred from analysing the data set it has, despite it having no concept of syntax or grammar.

For an exceptionally well written, easily readable explanation of LLMs in more detail, I highly recommend reading
Murray Shanahan’s paper on the topic, “Talking About Large Language Models” [1]. Here is a paragraph from it,
which I think does an incredibly good job of clarifying exactly how an LLM works in practice:

Suppose we give an LLM the prompt “The first person to walk on the Moon was ”, and suppose it
responds with “Neil Armstrong”. What are we really asking here? In an important sense, we are not
really asking who was the first person to walk on the Moon. What we are really asking the model is the
following question: Given the statistical distribution of words in the vast public corpus of (English) text,
what words are most likely to follow the sequence “The first person to walk on the Moon was ”? A good
reply to this question is “Neil Armstrong”.

- Murray Shanahan, Talking About Large Language Models [1]

Recognising that AIs are not “thinking”, and are simply being asked to provide the ‘most likely’ answer from the
data they are trained on, is perhaps the most important step in seeing just how primitive current AIs are.

1.2 Understanding the total dependence of AI on data

It is inevitably the case that the power of any AI is entirely dependent on the total data it has available to it.
Consider a simple mathematical equation:

2a+ b = 10

We can propose an infinite number of solutions that satisfy this equation. Some examples:

a = 5, b = 0

a = 3, b = 4

a = 1, b = 8

However, this list goes on forever; these solutions give us no useful information. In mathematics, this is known as an
underdetermined system; we don’t have enough information to figure out the answer.

7

https://en.wikipedia.org/wiki/Underdetermined_system


The problem here is simple: our brainpower, algorithms and any other thought process or intelligence available does
not allow us to find any solution to this problem. Without sufficient data, the intelligence or processing power of
whatever is trying to solve this problem is completely irrelevant.

Consider a hypothetical scenario, where we possessed a system of unlimited power and intelligence, and asked it to
predict the weather for planet Earth over the next hundred years given a dataset containing today’s weather forecast
for New York. The lack of data overpowers all other considerations: the system’s power and intelligence do not even
factor into the equation. The data it has been given is not sufficient for it to predict anything.

This problem lies at the heart of why recent AIs are given so much attention: their seeming leaps in ability are
much less due to technological improvements and more due to the amount of data they have to use, as a result of
opportunistic and unethical mass scraping of Internet data.

1.2.1 Differences with human thought

A common counter-argument to the above is that humans possess the same problem: we, too, are unable to solve
any problem where we have insufficient data. This overlooks many critical factors that distinguish humans from
artificial intelligence.

To take an example, the average 20-year-old human has absorbed a truly gargantuan amount of data - much of it,
never actively thought about. Humans who live in houses and thus frequently use doors, have a wealth of data they
have accumulated about the texture, thermal conductivity, material strength, inertia and other properties of various
types of door handles and the materials they are made from. Humans who often drink from a watertight container,
like a glass or cup, have data about the weight, viscosity and physical properties of water and other primarily aqueous
solutions.

Such data is taken for granted, yet we depend on it to function daily. When we open a door, we use our knowledge
to estimate the weight of the door and its inertia, so we can apply the appropriate amount of force to open the
door without swinging it open violently and damaging something. When we drink from a glass of water, we use our
knowledge of water viscosity and weight to pour the water at an acceptable speed so we can drink it.

Theoretically, it is possible for an AI to learn this. However, a lot of this mundane data is not recorded in a way that
is useful to AIs, and the AI is unable to connect the various required bits of data it needs - i.e. to understand the
context. In our example above for instance, drinking from a container does not only require knowledge of the weight
of the container and its contents, but also the range of drinking speeds of the entity who is using the container, and
inferring the weight of the container requires data of the container’s construction. Drinking 20ml of beer from a
metal tankard requires significantly more force than drinking 20ml of beer from a hollow shot glass, since the weights
of each container are very different; simply looking at the container does not provide this information.

1.3 Imitating intelligence with huge data sets

One of the fundamental issues present in the public discussion about AI is a misunderstanding, or perhaps more
accurately an under-estimation, of the ability of programs that utilise huge data to look like intelligence under specific
circumstances.

Given enough data, an unintelligent program with no concept or understanding of a topic can convincingly appear,
to a person with little or no knowledge of that topic, to understand that topic simply by having enough information
to regurgitate. This is not limited to AI; human fraudsters, “psychics” and other types of deceptive behaviour rely
upon this premise, as does the ability of someone who has read sufficiently on a topic to seem like an expert even if
they are not.

The character Henry Dobson of the television series House MD is a good example; despite having no medical
education or training, he manages to convince other doctors that he is a doctor from his long experience auditing
medical classes, and is only discovered upon refusing to perform medical procedures which his reading did not give
him the skills to do.

1.3.1 The Infinite Monkey Theorem

The Infinite Monkey Theorem is an excellent analogy for why AI can appear to be advanced when it is not. The
theorem states that:

“A monkey hitting keys at random on a typewriter keyboard for an infinite amount of time will almost
surely type any given text, such as the complete works of William Shakespeare.”
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In very much the same way, given a huge amount of data and months of training time, an unintelligent ‘AI’ can
appear to produce something coherent and intelligent, when in fact it is simply a product of computational brute
force and sheer quantity of data; not unlike having a trillion monkeys, a trillion typewriters, and a time machine.
The AI ‘understands’ absolutely no part of the output it has generated, nor the data it generated it from; it does
not understand language syntax, grammar, meanings of words, or anything else.

1.3.2 The role of survivorship bias and confirmation bias in the perceived power of AI

Survivorship bias is the logical fallacy of concentrating on entities that “succeeded” in some process or in some field,
whilst ignoring those that did not.

AI content generation (such as text-to-image generation) has a very high amount of this, because the only content
typically shown is that which the person using the AI decided to show - the ‘successful’ results. The many other
results, that generated nonsensical or clearly flawed content, are silently discarded and not shown. Since the public
only sees the “successful” generated images, this gives a heavily biased view of the actual ability of an AI to generate
plausible images.

This is important in the context of AI, because for something to be considered intelligent or competent, there is an
underlying expectation that said thing has at least a better success rate than random chance. For instance, nobody
would consider an electrician who only manages to perform a job correctly in 1% of cases, or a baker who could only
bake bread correctly 1% of the time, ‘competent’ at their profession. An AI that requires extensive trial and error,
“prompting”, and comes up with a passable result only after producing many failed ones could hardly be considered
intelligent by any definition.

Confirmation bias is the logical fallacy of interpreting something as confirming existing beliefs, even if there is no
evidence to support it. A common example would be astrology horoscopes or fortune telling, where the predictions
are so broad and generalised that they are bound to fit most scenarios; the reader then incorrectly interprets this as
proof of the prediction being correct.

“Anthropomorphic” AI uses, like chatbots, exploit this bias: even though they are not intelligent or capable of
carrying conversation, a chatbot using an LLM and utilising pre-prompting techniques can “appear” to be conversing
or understanding language, giving the illusion that it is far more capable than it really is. The language used to
describe such AIs, by the companies who make them, frequently adds to this bias.

1.4 The manual labor component of AI data

AIs are often marketed to the public as amazing innovations and pinnacles of technological achievement, as if it is
magic machinery that just “knows” how to do things. The less marketable reality is that many uses of AI are also
dependent on gigantic numbers of humans performing manual tagging and classification work. A prominent example
of this would be Google’s reCAPTCHA, which functions both as an anti-bot measure and also as a way to train AI
to recognise features of images [2].

People who do this work for platforms that offer payment for tasks are known as “microworkers” or “crowdworkers”,
who perform huge numbers of small tasks for even smaller pay (the ethics of which are detailed further in section
2.3 of this paper). This pool of human labor is not small; Amazon Mechanical Turk claims to have over 500,000
microworkers [3], while Hive.ai claims to have 2.5 million microworkers [4]. Tasks are generally quite simple, such as
selecting areas of an image that contain a given object or objects, or listening to audio speech and transcribing it
into text.

This gives the AI the data it needs to better recognise and classify such objects in future, provided a huge enough
amount of human classification has taken place. However, this isn’t a one-time barrier: the huge pools of human
labor needed for these AI uses to work will be constantly needed, as objects and other real-life data changes. To take
an example, an AI for a car has to be trained to understand what various road signs look like in order to recognise
them accurately in different conditions; this means a lot of human classification. You may well have had to do this
yourself for traffic lights or other road signals as part of reCAPTCHA challenges on websites; what happens, then,
if society changes the normal design of road traffic signs?
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A hypothetical concept of how a stop sign for traffic could change in future society.

If in a hypothetical future, MC Hammer becomes the standard symbol for a stop sign, AIs would have to be retrained
to be able to recognise them accurately. Many aspects of society are constantly changing; as a result, the manual
labelling, tagging and classifying of data by humans will be in constant demand for them to work. This rather
manual, laborious process is in stark contrast to the marketing of AIs as intelligent machines running of their own
accord.

2 Ethical problems in popular AI

2.1 LAION-5B and Stability AI

The LAION-5B dataset, created by the LAION nonprofit and released in March 2022, is a huge dataset consisting of
5 billion image-caption pairs. It is notably used by the for-profit AI company, Stability AI, the makers of the Stable
Diffusion text-to-image AI. LAION-5B is highly unethical, for several reasons.

Firstly, LAION-5B’s data was sourced from Common Crawl, a nonprofit that scrapes masses of Internet data. This
data includes copyrighted content, which is not supposed to be used for illegal purposes such as copyright infringement
or theft, as per Common Crawl’s Terms of Service.

Secondly, LAION is legally registered as a nonprofit entity. However, its own paper declares that LAION-5B’s creation
was funded by Stability AI and huggingface, both for-profit companies [5]; both companies attracted hundreds of
millions of dollars in investment later that year [6] [7] [8]. This unethical behaviour is not unprecedented; Big Tobacco
and Big Oil have been found to influence seemingly impartial peer-reviewed research by funding said research [9] [10],
which has led journals such as the British Medical Journal to reject any paper regarding tobacco that is partially or
fully funded by the tobacco industry [11].

Thirdly, LAION-5B disclaims liability for the source data by only storing URLs to the images, shifting responsibility
to those who use it [12]. The published paper for LAION-5B also states the following in bold text on page 3:

“we strongly recommend that LAION-5B should only be used for academic research
purposes in its current form. We advise against any applications in deployed systems
without carefully investigating behavior and possible biases of models trained on LAION-
5B.” [5]

It is hard to see how LAION could have expected that the for-profit companies funding LAION-5B were not going to
use it for profit. It also seems highly questionable for LAION to have accepted funding from companies with evident
conflicts of interest, especially in the light of the Big Tobacco and Big Oil research influence mentioned above.

2.2 OpenAI, DALL-E and ChatGPT

OpenAI, a non-profit with a for-profit subsidiary, is responsible for the creation of DALL-E and ChatGPT. Microsoft
recently invested $10 billion USD into the for-profit part of OpenAI [13], which gives an idea of OpenAI’s perceived
profit potential.

ChatGPT is currently powered by the GPT-3.5 and GPT-4 models. GPT-3, a previous version, was trained on
predominantly scraped internet data, including copyrighted data, according to page nine of OpenAI’s paper on the
subject [14]. There is a level of irony in the fact that despite its name, OpenAI did not release the weights or technical
details for GPT-4, and ChatGPT Plus (which uses GPT-4) is predominantly only available to paying customers [15].
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2.3 Exploitation of low-paid human labor

The microworkers who perform AI labelling, tagging and classifications tasks are generally hired as “independent
contractors”, making them legally self-employed. This allows their employers to avoid upholding many of the rights
given to employed workers, such as paid holiday leave, pension rights, and the right to the minimum wage.

In a study of 2,676 microworkers doing jobs for Amazon Mechanical Turk, the microworkers were found to be earning
a median wage of ∼$2 an hour, with only 4% earning above the US minimum wage of $7.25 an hour [16]. An
extremely comprehensive report by the International Labour Organisation in 2018 [17] detailed many aspects of the
microwork industry as a whole; while there is far too much in it to cover in this paper, here are a few of the important
findings:

� The median hourly earnings of microworkers was $3/hour (p.74)

� A clear correlation demonstrating that microworkers in developed countries were paid more than those in
developing countries, isolating for other factors (p.76)

� The most popular reason for doing microwork was to complement pay from other jobs (p.62)

� 40-50% of microworkers did not have enough savings to cover an emergency (p.83)

This commercial exploitation of workers, by using self-employment arrangements to avoid giving workers the rights
they are entitled to, is not new; similar structures exist in other areas of the so-called “gig economy”. Uber was
forced to give its workers access to paid holiday leave, the minimum wage, pensions and other workers’ rights after
employment tribunals and the UK Supreme Court ruled against its argument that its workers were “independent
self-employed partners” who were not entitled to such rights [18]. Deliveroo has won similar cases [19], but is being
repeatedly challenged by unions [20].

2.4 The defiling of the term “Open Source”

In software, “open source” refers to a program or application for which the source code has been made publicly
available. Open source software often has many benefits: it is generally free to use, allows others to build upon
it, and having free open source tools improves industries by making all manner of tasks easier. Some examples of
well-known open source software include Linux, Blender, OBS, the VLC media player, and Chromium (the core
component of Google Chrome and several other browsers).

AI companies have a habit of marketing their “open source” credentials to give the impression of transparency.
OpenAI implies it in the name, Stability AI’s CEO claims Stable Diffusion is “democratizing image generation” [21],
and so on. This is both misleading to the public and corrosive to the reputation of open source software.

A critical part of the trust given to open source software relies on the fact that no part of what the software does
is “unknowable” to the user. Generally speaking, most open source software does not rely on private, undisclosed
data; for instance, if you install VLC to watch movies, the only data it needs or uses is the data you provide it,
i.e. the movie file you want to watch. Any other data it needs to download, like updates, is open source and thus
inspectable. If for example VLC decided it had to download 5GB of mystery undisclosed data before it could run
properly, its open source nature would no longer be relevant for trust purposes, as you wouldn’t know what that
data was for or what it was doing. (To be clear, that is only an example: VLC does no such thing that I know of).

If an open source project can’t function without a huge amount of undisclosed data with no verifiable origins, the
fact that it is open source is of no relevance when it comes to trust. This is exactly the problem with many current
AIs: the code is open source, but the models (and more importantly, the data those models are trained on) is hidden
from public view in most cases. AIs, unlike other programs, have no ability to function in any useful way without
massive amounts of data; without the models trained on masses of data, they can’t do a thing.

In other words, AI companies are marketing themselves as “transparent” and “open source” by releasing source code,
despite the problem that this supposed transparency does not tell us anything of significance; the real “core” of a
given AI project is the models it uses, and by extension, the data those models trained on. The reasons for doing
so are clear: actually disclosing the source data would have huge legal implications, given said data is almost never
used with the permission of its owners, and being seen as transparent is good for PR.

Stability AI and LAION might, on first glance, seem to be defying this rule; making their data set and models public.
It is more of a carefully calculated maneuver: LAION delegates responsibility for usage of the dataset to users, and
Stability AI disclaims liability for content generated by users. The likely aim of this is to “democratize” the legal
consequences of unethical AI without democratizing the profits, rather than taking the risk of keeping it all private
and potentially being held accountable if it was discovered later.
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It is as yet unclear if this attempt will succeed. Lawsuits are currently in progress against Stability AI, including
separate lawsuits by Getty Images [22] and a class action lawsuit by the three artists Karla Ortiz, Kelly McKernan
and Sarah Andersen [23]. LAION is being sued by photographer Robert Kneschke after it refused to remove his
work from their data set, and instead sent him a letter insisting he pay damages or face legal action [24].

2.5 The pretense of ‘fair use’

‘Content-generating’ AIs often claim that their use of copyrighted works falls under fair use. In order to explain the
utter absurdity of this position, first we must understand the concept of fair use.

In US copyright law and many other jurisdictions, “Fair Use” exists to allow legitimate use of copyrighted works for
certain purposes; the aim is to strike a balance between protecting the rights of creators, and allowing innovation,
improvement and derivatives of existing works. Many factors are considered when determining if a given case counts
as ‘fair use’: for instance, non-profit or charitable uses of a copyrighted work are more likely to be considered fair
use, though that in itself does not automatically qualify it.

When it comes to commercial, for-profit works, the primary condition to satisfy for something to be ‘fair use’ is
that it is transformative. For example, being inspired by a musician’s song and incorporating elements of it into
another track could count as fair use, depending on how much was incorporated and how much original contribution
the new artist’s track has. Changing 1% of it to a different tone and calling it your own music would count as
‘transformative’, but that wouldn’t be a meaningful transformation: it would be plagiarism in all but name. As
another example, suppose someone takes a prominent academic article, changes every other letter to be a capital
letter and then publishes it as their own work. That would be a significant ‘transformation’ of the original work
in literal terms, but would not change the meaning of the text or in any way count as fair use.

2.5.1 ‘Meaningful’ transformation

The concept I will call “meaningful transformation” is crucial. Taking an artwork and adding a slight blue filter
on top of it changes every single pixel in the image; that doesn’t count as a meaningful transformation. Splitting
an artwork into 32 equally sized squares, and rearranging the squares randomly, would also be a significant literal
‘transformation’ yet provides no original contribution of its own; it is not meaningful.

A “meaningful transformation” requires a significant original contribution from the new artist, in addition to
what they have taken or adapted from an existing work. In paintings, music and other forms of art, this original
contribution comes from the artist; their personal experiences and knowledge are used to provide this original
contribution. Let us consider an example.
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On the left, ‘The Evening Star’ by Alphonse Mucha (1902). On the right, ‘Vi as The Evening
Star (Alphonse Mucha, 1902)’ by artist @ mimimaru.

Here, we have a derivative of an existing work: the artist has been inspired by a pose from an existing artwork, and
used it to create a new artwork. Of course, in this case copyright law would not apply due to the age of the existing
artwork, but the conceptual question of fair use is still easy to think about.

This is a good example of a meaningful transformation; although the new artwork is clearly inspired by and
takes elements from the old, it depicts an entirely different character with different anatomical features and clothing.
Since the new character is not wearing a dress, the clothing folds and swirls that help to create the composition of
the artwork have been implemented differently, informed by the artist’s knowledge of the character and turning the
clothing folds into a cape to depict her heroic qualities.

2.5.2 AI ‘transformation’

Content-generating AIs, by definition and by the nature of the data available to them, are functionally incapable of
meaningful transformation; they are solely capable of remixing or rehashing existing works. Unlike a musician
or a painter, who can use their personal experiences and knowledge of the outside world and events to add their own
contribution to a given work, an AI is only capable of mindlessly adding contributions made by other people. This
is a simple and fundamental data problem, as explained in the earlier section ‘Understanding the total dependence
of AI on data’.

This is not to say that all AI uses are infringing on copyright; for example, AI and ML are used for such purposes as
optical character recognition (OCR), which allows the easy digitisation of written works into digital form. Although
such uses simply copy the existing text, they are not claiming to ‘transform’ the work, nor claiming to own it or be
its author.

Recent legal developments have justifiably cast doubt on AI ‘transformations’ automatically being considered fair
use. Jon Baumgarten, a former General Counsel of the US Copyright Office, recently wrote a letter to the US House
Judiciary Committee’s IP Subcommittee hearing, emphatically disagreeing with that position [25].

13

https://twitter.com/_mimimaru/status/1648341610898530304


2.6 The use of opt-out consent systems

Opt-out consent, by definition, is not consent. European GDPR (general data protection) regulations explicitly
detail this:

“Consent should be given by a clear affirmative act... such as by a written statement, including by
electronic means, or an oral statement. This could include ticking a box when visiting an internet website,
choosing technical settings for information society services or another statement or conduct which clearly
indicates in this context the data subject’s acceptance of the proposed processing of his or her personal
data. Silence, pre-ticked boxes or inactivity should not therefore constitute consent.”

- European GDPR law, recital 32 [26]

Tech companies have frequently attempted to gain dubious consent by pre-ticking boxes, having “you consent unless
you tell us otherwise” popups, and other strategies to avoid actually making the user read what they are consenting
to (which would reduce the number of users who would consent). AI companies, with a huge amount to gain by
stealing data, have taken this a few steps further: assuming all data available on the internet can be used for AI
purposes unless a creator or copyright holder specifically opts out, and sometimes not even then.

Much of the content useful for AI training available on the public internet is not held by large corporate entities, but
by individual creators, who do not have the time to seek out every possible AI model to opt out from. AI companies
know this; using an opt-in model would eliminate most of the data they train on, causing them to be unable to drive
investor profits.

2.7 Economic coercion

It is a long-standing problem that tech giants - among other huge companies - have attempted, sometimes successfully,
to force governments not to regulate certain technologies or ban specific practices. The aim of this is to ensure they
can maximise their profits at the expense of consumers, hanging the threat of economic damage over the heads of
governments by suggesting they might move their operations to other countries, losing the threatened country tax
income and jobs. AI is heading down the same path due to the money being invested in it and the players involved,
though it is easily arguable that should regulation fail, the consequences would be far bigger than in previous cases.

2.7.1 Recent examples

There is no shortage of examples of this behaviour. Meta Platforms Inc (owner of Facebook) threatened in 2022 to
pull out from European markets if new data protection laws were enacted [27]. In 2021, Apple threatened to leave
the UK market, after Opus Technologies sued it for using its patented technologies without fair compensation [28]
[29].

Elon Musk, owner of Tesla, threatened to move a large Tesla carmaking factory out of California when the state
government insisted he could not reopen it due to coronavirus restrictions [30] [31]; workers at the factory alleged
they were fired for taking unpaid leave after Musk had previously stated workers who felt uneasy did not have to
return to work [32]. Nine months later, data showed that COVID-19 cases spiked at the factory after its reopening
[33].

2.7.2 AI examples

Sam Altman, CEO of OpenAI, recently suggested OpenAI would have to pull out of Europe if EU regulations
regarding AI are passed [34], a veiled threat to try and coerce European regulators into allowing OpenAI to continue
using stolen data unhindered. We should view his statements - both those against EU regulation and those in favour
of US regulation - exactly as we would if the CEO of British American Tobacco warned EU regulators against
regulating cigarettes.

This conflict of interest could not be larger; the very existence of OpenAI, and the extent of its profitability, depend
entirely on which regulations end up being enacted and how waterproof and strong those regulations are. It is very
telling that AI experts and researchers who do not have a financial conflict of interest overwhelmingly do not share
the views of AI companies or their leaders.
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3 The weakness of data in current AI systems: context

The data that current AIs are trained, despite its seemingly gargantuan nature, is actually rather limited. An AI
which has been trained on 5 million essays about trees has no understanding of what trees are, what plants are, what
nature is, what an essay is, what language syntax is... it knows nothing but relationships between words and data.

Similarly, AIs trained on images to ‘generate’ artwork have no understanding of what art is, or any of the components
of images they have ‘seen’. An AI that has seen millions of horses in pictures has no concept of what a horse is, only
that a particular shape seems to appear frequently in the data it has been given. This is very different from humans,
where the human has other contextual information about the topic that allows them to both avoid mistakes and
infer attributes of the topic that the AI cannot.

To illustrate this more clearly, the next sections some art forms that demonstrate the importance of context.

3.1 Examples: Memes

Memes and many other forms of humour, by their very nature, depend upon an understanding of underlying context
that is not contained in the meme itself. Below are a few examples.

An AI would have great difficulty understanding the meaning behind any of these images, as doing so requires vast
amounts of contextual knowledge that is difficult to obtain by analysing isolated image data.

One of these is not like the others. But which one?

This meme relies on the viewer knowing of three fictional characters, and one real person. The fictional characters
Batman, Captain America and Thor all use the weapons shown in their section of the picture; said weapons are
iconic, recognisable aspects of those characters.

The humour comes from the fact that the bottom left image depicts Rick Astley’s foot and a microphone from his
music video Never Gonna Give You Up, which became a meme of its own due to its use to prank people. A foot and
microphone, of course, are not “weapons” at all in a literal sense.

This same underlying context makes it difficult an AI to ‘understand’ this image. It would have to know the cultural
importance of Captain America, Batman, Thor and Rick Astley, all of which require knowledge of the franchises the
first three appear in, the reasons why the symbols depicted are so well associated with those characters, and more.
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A universally frustrating experience for humans.

This meme depicts the musician Drake, with the humour being the often-frustrating difficulty of plugging in a USB
device the correct way up.

Any human who has ever plugged in a USB device knows this pain, and yet for an AI this is very difficult to
‘understand’. Unlike an AI, a human relies on eyes for vision, and is generally trying to plug a USB device into a
port located outside of our vision range, such as the back of a PC. This makes it difficult for us to figure out exactly
where the USB port is and which way up we need to insert the USB device. Added to this problem is the lack of
tactile or other sensory feedback on most USB devices, being smooth on both sides, making it hard to tell with our
hands which side is which.

An AI, not using human hands or human eyes and lacking both experience and relevant data of both, does not
possess the capability to comprehend this. It has not had to deal with this situation and cannot find any useful data
about it, as humans do not generally have a motive to record such data outside of very specific circumstances.

Legends say that half of all icebergs were never seen again.

In a similar fashion to the first meme shown here, this image relies on contextual knowledge of the movie Titanic
and the fictional character Thanos.

If a human has not seen the movie Titanic, or any of the Marvel Cinematic Universe films, they would have absolutely
no idea what this image is, who it depicts, or what its purpose is. An AI has a much bigger version of that problem:
it does not know what a film is, what a ship or the Titanic is, it does not know whether the Heart of the Ocean gem
depicted in the top left has any relation to the Infinity Gauntlet, what a gem is, or anything else. The contextual
data it requires to obtain this is not readily obtainable.

3.2 Examples: Comics

Another art form which AIs will greatly struggle to “understand” is comics. In the same manner as memes, comics
generally rely on underlying context filled in by the viewer to elicit humour. Here are some examples.
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That flower knows too much... (from webcomicname)

This comic relies on the viewer’s experience and understanding of the sexualisation of many aspects of life, including
art, and arguably also the lament of those who would like life to be less weighted in that direction. “Sex Sells” is an
often-quoted phrase, alluding to the fact that that making advertisements, game characters and other things “sexy”
frequently leads to higher sales and popularity, for instance.

An AI, not using chemical hormones to function and not having walked around observing billboards and TV adverts
involving sexualised depictions, will be unable to determine the intended meaning of this comic.

Illidan Stormrage would not approve of those database statements. (from xkcd)

This specific comic will confuse most non-technical readers; its intended audience is software engineers. The joke
is about a common vulnerability of some websites and databases, known as SQL injection, a type of code injection
attack. SQL injection relies on exploiting the syntax of the language used to write database queries, and causing the
database to do something it wasn’t intended to do; in this case, dropping (deleting) the table of student records in
the database.

For an AI to understand why this comic is humorous, or even what it is talking about, would require significant
software engineering knowledge. A human without technical knowledge can understand a limited amount of this
comic; it is clear that the school is not happy about losing the year’s student records, and that the mother is being
facetious and trying to teach them a lesson. However, without an understanding of the database language SQL, a
non-technical reader will be unable to understand the significance of naming one’s son “Robert’); DROP TABLE
STUDENTS;–”, or what it means to sanitize database inputs.

3.3 Examples: Art

While comics and memes rely on context, we can also see the weakness of AI by analysing an artwork, where physics,
biology and other fields come into play. Let us examine a famous painting as an example.
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“Napoleon Crossing the Alps”, by Jacques-Louis David

The horse upon which Napoleon is riding is an animal, with hooves, commonly used for riding by humans and as
a draft animal for pulling loads such as carts. Its skeletal and muscular structure allow it to move in certain ways;
like other animals, its joints and muscles provide it with a limited range of possible motions, data that cannot be
obtained from its surface appearance. Each of its muscle groups has varying amounts of power, much as in humans,
where our legs are significantly stronger than our arms, for example.

An AI does not know the anatomy of a horse, nor its muscular structure or its maximum abilities in terms of
endurance and load bearing. It does not know the horse’s ability to gallop or canter in different terrains such as snow
or mud, where the ground will give way more easily and thus be more difficult to maintain balance on. It does not
know the significance of the horse’s head; if you train the AI on images of horses where the head is hidden behind
other objects, or fantastical depictions of headless horses, then as far as the AI knows, horses have no heads.

By using a sufficiently large pool of data, an AI can mimic this not by actually “understanding”, but by statistics
alone. Most artists will not draw, for instance, a horse with six legs. Thus, the AI - despite having no ability to
understand this - will not “draw” that, simply because it does not seem statistically likely from the images it has
analysed. However, when it comes to other examples, the AI may have less data. Without a truly gargantuan data
set, the AI - unlike a human - may generate a picture of a horse galloping in mud, yet fail to have the mud flinging
around everywhere.

A human, who has a large amount of data from observation, education and experience about mud and other types
of terrain, knows that a heavy object impacting the mud and then applying a backwards and upwards force will
cause the mud to fling upwards and backwards and out of the ground. They can recognise that this depends on the
physical properties of the object hitting the mud (the surface area of impact, the material strength of the object,
the weight of the object, etc), as opposed to the exact type of object. For instance, a car, a horse and a human all
cause this effect to varying degrees, whilst a beetle is not big enough to fling large chunks of mud. The human, with
this knowledge, knows that mud being flung into the air is not a unique property of horses, but is a general physical
property of mud and other materials possessing similar characteristics.

An AI has no understanding of this; its only ability is to correlate the flinging of mud in specific pictures. If it has
seen many pictures of humans running in mud, and mud flinging everywhere, it will associate these two activities
without any underlying understanding of the mechanisms involved. Precisely because it has no understanding of the
mechanisms, it will fail to associate this mud flinging with any other object that moves through mud, as its data
gives it no reason to do so.

All of these shortcomings are important because in many situations, they can be very dangerous. An AI that is
incapable of understanding different races of humans leads to racial bias; an AI that cannot understand different
terrain types leads to major accidents, and so forth.
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4 The primary strength of AI: limited, isolated environments

AI works best when it does not have to consider a potentially unlimited number of variables and factors. In order
to explain this properly, we need to have a basic understanding of heuristics.

A heuristic algorithm or program is one that does not guarantee an exactly accurate answer. A good heuristic
can provide an acceptably close approximation to the correct answer, whilst being much faster than a non-heuristic
algorithm. This makes heuristics invaluable when an exact answer is not critical, or when time or processing
constraints make finding the exact answer impractical or infeasible.

Heuristics are crucial to many programs, including video games, AI and more. To get an idea of their critical
importance, let us consider a single frame (image) from a video game.

“...we’re still victorious” (Final Fantasy VII, 1997)

The processing power required to accurately show every visual, real-life detail is huge. A video game must finish
fully rendering every detail in the entire scene 30 times per second (and in modern games, often 60 times per second)
or it will experience frame lag, which causes the game to look ‘choppy’ and inconsistent.

Being able to calculate or ‘render’ these frames at a fast enough speed is a constant problem in video games.
Producing fully accurate graphics, down to every last tiny detail, is unnecessary; objects only seen from long distances,
for example, need not be fully detailed or accurately calculated. Strictly speaking, the term ‘heuristic’ refers to
algorithms such as calculating the light on a given object, and not the details of the object itself, but the relevant
point here is that a heuristic is an approximation.

AIs, because they share the same computationally expensive nature as video games, have the same problem. Trying
to get an AI to fully understand every possible aspect of the outside world is not feasible for the long-term foreseeable
future: there are too many variables and too many factors, and the amount of data required is far too high. However,
if the AI only has to consider certain factors and does not have to be exactly accurate - if it can be treated as a
heuristic and operate in a limited environment - then it can perform various useful tasks.

Refer to the appendices, Examples of good uses of AI and Examples of bad uses of AI, for examples and counter-
examples.

5 Understanding the concept of data laundering

“Data laundering” refers to the problem of extracting technically useful data from an input, such as an image, that
allows effectively plagiarising that data - but does not retain enough of the original data to prove that plagiarism
has occurred.

The main difficulty in proving that data laundering has occurred is that much of the “original” data has been lost; a
similar approach exists in money laundering, where the objective is to effectively “lose” as many records about the
transfer of the money as possible, to obscure its origins.
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To properly explain this in the context of data laundering, we must know the concept of data loss.

5.1 Data loss problem

The primary difficulty in identifying when an AI has used stolen data is, fundamentally, a problem of data loss. In
order to illustrate what precisely data loss means, let us consider lossy image compression as an example.

5.1.1 Lossy compression

As a general concept, compression algorithms optimise how a file is represented and stored on a computer, to reduce
the amount of memory or disk space needed to store it. Lossy compression discards some of the less ‘important’
data in the file, in contrast to lossless compression where none of the data is discarded.

The advantage of lossy compression is that in many applications, the full data is not needed or the quality loss is
acceptable, and lossy compression generally results in far greater file size reduction than lossless compression. JPG,
MP3 and MP4 - used for images, audio and video respectively - are three examples of prominent formats that utilise
lossy compression.

A JPG image at two different levels of compression. The image on the right is 6 times smaller
in file size, but clearly a significant amount of detail has been lost.

Here is a Star Wars meme, showing Anakin Skywalker and Chancellor Palpatine in discussion. Even though the first
JPG image is a fraction of the filesize of the full uncompressed image, it is readily viewable and understandable, and
the quality loss is quite difficult to see.

The second image shows a more heavily compressed JPG image, where a significant amount of data has been
discarded. At this point it is very noticeable that data loss has occurred, yet a human can still easily recognise this
image.

One of the techniques used by lossy image compression algorithms involves reducing the range of colours in an image,
known as chroma subsampling. This takes advantage of the fact that the human eye does not notice some colours as
much, and in many scenarios the difference in the final image will be hard or impossible to notice. NTSC and PAL,
the two main colour encoding systems for old analog televisions, relied on this technique among others.
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A more extreme example of data loss; the range of colours has been vastly reduced in the first
image and even more in the second, leading to the image becoming much harder to identify.

The first image still contains enough data for humans to potentially recognise it, if we know the context. The second
has lost so much data that it has become almost impossible to recognise; if we continued to compress this image
or discard data from it, we would lose enough data that we could no longer be certain what this image was, even
though it might still contain some useful information.

“Data laundering” works in a similar manner; an AI only needs to retain a tiny fraction of the original image data
to do its work.

5.1.2 AI metadata

AI metadata refers to the data that an AI retains about a given image. Taking the image above (the unmodified
version) for example purposes, a vastly simplified example of the metadata could look like this:

Image colours: 5% white, 10% blue, 60% black, 25% other colours
Text concentrated at: bottom of image
Image separated into: 3 sections
Human shapes in image: 3

An AI will analyse a huge number of attributes like this about an image, but not retain the image itself. On its own,
this data is of very little value; we certainly would never be able to guess from the above characteristics that the
original image involves Chancellor Palpatine and Anakin Skywalker, or that it was a meme, or much else about it.
This ‘metadata’ only becomes useful if there is a large enough amount of it, such as if there are billions of images in
the dataset the AI is trained on.

It may seem an almost alien concept to imagine that, simply by having enough data of this kind, an AI could appear
to be ‘writing’ essays or ‘drawing’ images. It is doing neither; much like the Ridiculously Old Fraud, it has analysed
and collected so much data that it can occasionally seem to mimic an understanding of these topics by accident,
despite not having any clue about them.
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6 Adversarial examples

One of the primary unsolved weaknesses of AI algorithms is known by the term “adversarial examples”, which is
one part of the field known as “adversarial machine learning”. In simple terms, adversarial examples are similar to
how fake news works: AIs, because they do not “understand” the data they are looking at, are highly vulnerable to
being fed misleading information.

As such, it is possible to introduce information into an image or other data which is clearly insignificant to a human,
but that the AI mistakes as being highly important. This allows for two possibilities: firstly, the disrupting of the
AI’s capability to be trained on a given set of data, by effectively poisoning the data well from which the AI acquires
its information. Secondly, adversarial examples can be used to try and ‘cloak’ or ‘shield’ a specific piece of data or
object from being properly recognised or classified by an AI.

6.1 Adversarial examples in non-AI scenarios

While the term “adversarial examples” refers specifically to their use against AIs, the concept itself is not specific to
AI. The aim of any adversarial example is to provide misinformation: fake news is a common example, and in image
and vision terms, camouflage is another. The intended result is that the viewer is given an incorrect understanding
of a subject, misclassifies it, or fails to identify it.

Predator (1987). Major Dutch (Arnold Schwarzenegger) escapes the Predator hunting him
after getting covered in cold mud; it disguises his body heat, preventing the Predator from
detecting him.

The extraterrestrial “Predator”, which detects its prey with infrared vision, is vulnerable to being fed false visual
information. Even though Major Dutch still looks like a human (albeit a very muddy human) in normal vision, in
infrared vision his body heat is being temporarily masked by the cold mud on the surface of his skin. In combination
with Major Dutch staying still, this causes the Predator to misclassify him as a dead body.

Pirates of the Caribbean, Curse of the Black Pearl (2003). Is that a boat-shaped creature
with four legs, or Jack Sparrow and William Turner using a boat to disguise themselves?

At close range, this is very obviously two humans under an upside-down boat (assuming you are human, and know
that boats do not have legs). However, if one looked from further away, or from above, at a glance it might simply
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look like a boat sliding along the shore and into the water; i.e. the viewer might misclassify this object as an empty,
upside-down boat.

6.2 Adversarial examples in AI

In AI use, adversarial examples work with exactly the same methods, but are usually less obvious to the human
eye. Often they can involve hiding “fuzz” or “noise” in part or all of an image, which to a human does not seem
particularly significant or impactful, but that can cause an AI to misclassify an image entirely.

Applying noise to cause an AI to misclassify a panda as a gibbon (figure and caption from
“Explaining and Harnessing Adversarial Examples” by Goodfellow et al. [35]

Here, the noise is applied to the entire image, confusing the AI’s ability to analyse patterns and causing it to
misclassify the animal in the image. There are also other ways that adversarial examples can be used against AI,
such as using adversarial clothing designs to fool person detectors [36].

6.3 Data poisoning

AIs all rely on analysing huge amounts of information provided to them by humans. By using adversarial examples
to feed “poisoned” data to an AI model, its ability to function as intended can be severely crippled. For instance,
feeding poisoned artwork to an art-generating AI can hamper its ability to generate artwork properly, by misleading
the AI about the attributes of the image and causing it to gain an incorrect understanding of image attributes in
general, poisoning the entire model.

While this approach can be very effective, it does have limitations. Most current AI models are trained on gargantuan
data sets; to try and disrupt their ability to function with poisoned data requires either a sufficiently huge poisoned
pool of data (and the AI encountering and training upon said data), or targeting specific attributes of the data to
poison.

6.4 Targeted vs untargeted adversarial attacks

Most of the examples in this section so far have focused on misleading an AI in an “untargeted” way; this means
that when we try to make the AI misclassify something, we don’t care exactly how it misclassifies it so long as it
does. However, it is often more effective to perform a “targeted” attack: one where we attempt to mislead the AI
into making a specific error.
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Narrator: he does not, in fact, love democracy.

Sheev Palpatine of Star Wars achieved his goals, in large part, by deceiving his would-be opponents. Successfully
disguising himself as a legitimate politician, to hide his true nature as a Sith Lord, gave him the ability to manipulate
galactic politics to his advantage. We can consider this something akin to a targeted attack; Palpatine needed his
enemies to see him exactly as a legitimate politician and not anything else, or he would be unable to conduct his
plans. Being misclassified as a “hooded villain” instead of a Sith Lord would not have boded well for his political
career.

In AI, a similar incentive to use targeted attacks exists; while they are harder to execute, they are more effective at
disrupting AIs in specific ways. Glaze is one example of a targeted attack.

7 Glaze, a tool for protecting images from AI training via adversarial
examples

Glaze is a tool for protecting artworks and other images from unethical AI usage, created by experts in the AI and
ML field at the University of Chicago [37]. It works by utilising machine learning to calculate a unique watermark
of sorts for each image, confusing the AI into misinterpreting the significant attributes of the image.

Un-glazed image on the left, glazed image on the right at the highest intensity (most visible)
level; note the ‘submerged-in-water’ like markings on the right image.

Even at the high level of visible changes to the image shown in this example, using Glaze’s highest settings, the
meaning and clarity of the image has not changed in any significant way to a human eye. An AI, however, is thrown
off by these markings. Glaze’s aim is not to simply make the AI confuse the artwork as something else, but to confuse
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it as a specific “something else”; it poisons the artwork in such a way as to make the AI misclassify the artist’s style
as a specific ‘target’ style.

7.1 Glaze’s tamper resistance

Creating a tool that can add a protective watermark to an image, and also be extremely difficult for anyone to remove,
is an exceptionally difficult task; a static watermark can be easily detected and removed. AI models often embed an
invisible watermark into their final result when e.g. ‘generating’ an image, to aid in determining their AI-generated
nature, but it has been shown that using adversarial examples can render these watermarks undetectable [38].

In Glaze’s case, however, that approach would not work. The unique watermark Glaze creates for a given image
is itself an adversarial addition to the original image; attempting to modify or tamper with that would not cause
an AI to be able to process the image normally, as it has already been ‘poisoned’. Someone wanting to overcome
Glaze would have to try and effectively reverse the process, which without the original image data is a very difficult
proposition. Thus, while no tool is ever perfect in this situation, I think it is fair to conclude that Glaze’s tamper
resistance is high.

7.2 Measuring the effectiveness of Glaze

While measuring the effectiveness of Glaze in its application to a given image is possible, measuring its overall
effectiveness at preventing unethical AI from utilising stolen works is much more difficult. There are many factors
that are not in its control; for example, how many non-Glazed versions of a given image exist online, the actual
uptake of Glaze by artists, and so on.

The purpose of Glaze is not to disrupt existing datasets; those have already been used to train unethical AI models,
which cannot be “un-trained”. Its purpose is to disrupt the training of future AI models that would use unethical
datasets, by effectively poisoning their source data. In that, Glaze has been demonstrated to be very effective [39].
Page 2 of the Glaze paper reports that Glaze has >85% effectiveness at withstanding adaptive countermeasures; in
surveys of artists using the tool, 93% rated the protection as successful when all images were glazed, while 87.2%
rated it as successful even when only one quarter of images were glazed.

7.3 Making Glaze more accessible

A common question asked by creatives about Glaze is whether there could be a web interface or API to more easily
use it, or integrating it with existing applications such as Adobe Photoshop.

Unfortunately, while this would be very convenient and make it easier for creatives to include Glaze in their workflow,
this can’t be done without compromising trust in the application itself. This is because once a tool, e.g Glaze, has
been integrated into another service such as Photoshop or made into a web API, there is no guarantee that it is, in
fact, actually Glaze being used; it is an unsolvable trust problem.

Consider going into a shop, and handing your digital artwork over to have Glaze applied to it. The shop assistant
goes into the back, then comes out with your glazed artwork. You have no guarantee that the shop assistant actually
applied Glaze and not something that looks like it, and did not keep a copy of your original un-glazed artwork.

The same problem applies here. Once you have transmitted your original image file to an external server that provides
an API, you cannot trust or be certain that it has not retained that file, or verify that it has run the software you
wanted it to run (and not, for example, a maliciously modified version).

It is important to note that the Glaze team is (or was, at the time of writing) considering making a web API for
Glaze funded by the University of Chicago. Such an API would represent the sole exception; it would be possible
to trust it in this one scenario, as there would be no motive for misuse of data and the accountability of a public
university, and since there would also therefore be no opportunity for the code to have been maliciously modified.

7.4 Limitations

Glaze, by the nature of any tool, has limitations. It cannot change the past; models trained on existing data will not
be changed by applying Glaze to new or existing artworks.

In addition, poisoning data of any type generally involves some level of collateral damage: in this case, Glaze’s
watermark is generally not a desirable visual addition to the artwork, reducing its appeal to a varying extent
depending on the properties of the artwork itself. The fact that Glaze needs to be run on its own, for the reasons
outlined above, makes it an extra step in an artist’s workflow.
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In addition, Glaze requires large amounts of memory, and a fairly decent graphics card, to run. This makes it
inaccessible or impractical for those with particularly old computers, but will likely improve in future.

7.5 Future improvements

Glaze is still in a very early stage as an app; as I understand it, the Glaze team’s initial priority was getting a working
version out as soon as possible, rather than optimising everything. This means there is a lot that may likely improve
in future versions, making it even better to use.

Firstly, it’s possible the app could be optimised to use less memory and require a less powerful graphics card in
future, allowing it to be more accessible to those with older hardware. With the core functions finished, it may also
be possible for a more streamlined interface to be made, so that it becomes even easier to use and navigate.

Secondly, there is a possibility that Glaze could have a feature to only add adversarial noise to specific areas of
images, instead of to the whole image; this could work by hiding the adversarial ‘fuzz’ within ‘busy’ areas of the
image, where it will be less visually obvious to a human.

A figure and explanation from the paper “Are adversarial examples inevitable?” by Ali Shafahi
et al, demonstrating adding adversarial noise in a busy area of an image, in this case in the
grass. [40]

This would reduce both the processing time required to apply Glaze to an image, and also reduce its visible impact
on the image itself, making it more appealing to use. The Glaze team have mentioned other improvements they are
working on, such as preserving image metadata and improving its use on comic-style art, on their Twitter page.

8 Proposals for stopping unethical AI

Unethical AI is a very difficult problem to solve. This is due to the aforementioned problem of data laundering; much
like money laundering, the trouble lies in proving that the data in question was in fact stolen or not permitted to be
used. In this section, I propose what I believe will be necessary to prevent unethical AI from existing in future.

8.1 Legal regulation and compliance requirements

Many of the currently proposed legal solutions against unethical AI use focus on making the concept itself illegal.
While that’s fine in itself, this doesn’t fix the problem, because the main draw of unethical AI - data laundering -
makes it very difficult to prove said illegality is actually occurring.

One part of the solution for curbing unethical AI use is to implement similar data security compliance requirements
as exist in some other areas. Finance, for example, has the PCI-DSS standard; while this standard is not law, it is
in practice considered very much similar to one, as all of the major card providers require its use. Larger companies
processing financial information, and those holding sensitive information (such as payment processors like PayPal
and Stripe) are required to undergo independent, external auditing to prove that their data security and handling
is secure. In a similar vein, the 1996 HIPAA US law sets requirements on how health data is handled, with severe
penalties when it is not handled properly - including criminal penalties in some cases.

Companies intending to train AI models should be legally required to undergo regular, independent external auditing.
This would need to be alongside legal requirements for said companies to hold full archive records of exactly what
data they trained their models on for a minimum period, at least several years. This is not expensive with modern
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data solutions, where storing 1024 terabytes of data (1PB) in long-term archival storage costs $1,000 a month. This
is small compared to the much higher cost of training an AI model [41] [42], which is set to become more expensive
over time.

8.2 Heavy market regulation

AI should not be a free market under any circumstances. The reasoning for this is simple: if any company or startup
can jump into the AI market, it will be impossible to enforce laws that are enacted to prevent data laundering. Whilst
businesses often love to talk about what they perceive as the benefits of a free market, there are many markets in
which a “free market” is objectively bad for consumers. To illustrate, let us examine the way governments regulate
markets for controlled drugs.

In the US and many other countries, many drugs are controlled to differing degrees, restricting who is allowed to
manufacture and supply them. Dangerous drugs without medical uses have the highest control, and in the UK
for instance, such drugs require specific government approval [43]. Drugs with medical uses that have significant
risks, such as the ADHD medications Ritalin (methylphenidate) and Adderall (amphetamines) have similar controls,
allowing their prescription but involving lengthy documentation, audit trails and licensing.

These laws limit which companies can manufacture controlled drugs, the result being that the companies who produce
them tend to be large, established entities. Due to their size and the limited number of them, it is far more plausible
to audit those companies and enforce rules on them; this means less manufacturing defects, “leaked” drugs outside of
the controlled system, and fewer rule breaches overall. Given the nature of controlled drugs, the reduced competition
and market freedom is a price well worth paying for a safer manufacturing ecosystem.

AI is exactly the same. Limiting AI training and development to specifically licensed companies, that have to go
through rigorous auditing and inspection processes, will allow governments to properly enforce laws that require AI
companies to retain their training data; this would knock opportunistic, data laundering AI startups and private
VC-backed unicorns out of the market. The result would likely be that the biggest 5-20 companies or so would
dominate the sector, and yet this would be a desirable outcome: those 5-20 companies can be regulated, audited, and
kept under intense political and public pressure, whereas trying to regulate an endless number of small AI companies
becomes an endless game of whack-a-mole.

This is not to suggest that such a system is perfect. It can invite problems such as abuse of monopoly power
and political difficulty in regulating large, economically important companies; these problems can be managed in
a carefully regulated market. It is still a much better system than the alternative where little or no regulation is
realistically enforceable.

8.3 Outlawing the use of models using non-compliant datasets

Some AIs, such as Stable Diffusion and ChatGPT, are trained on datasets scraped from the public internet. These
datasets contain copyrighted data and other data that should not, by any sane definition of ‘fair use’, be allowed to
be used for copyright infringement. Here is some of the research demonstrating this.

A figure and explanation from page 5 of the paper “Extracting Training Data from Diffusion
Models” by Nicholas Carlini et al. [44]

In addition, recent research from MIT and Harvard has demonstrated that Stable Diffusion objectively succeeds at
copying the styles of artists [45]. Not outlawing the use of such models would create a race against time: even if
unethical data use was banned, sufficiently powerful models could still be used to enable all manner of copyright
infringement.
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9 Temporary solutions

Technological solutions and PR solutions are unfortunately only capable of being temporary stopgaps. Not all forms
of data can be poisoned by anti-AI techniques, and PR solutions only work when a company is particularly well-known
or directly ‘connected’ to its end consumers, something which is frequently not the case in big tech companies.

9.1 Technological solutions

In some scenarios, technological solutions to the problem of unethical AI are not feasible. There is no way to avoid
an unethical bot scraping data from a website, other than not hosting the data on that website; the only effective
technical solution is to poison the data in some way.

For some forms of data, this may not be practical; the “poison” must be sufficiently strong to substantially affect
the AI trained upon the poisoned data, it must be undetectable by the AI (or else it would be capable of removing
or avoiding the poison), and to be used enough to make a difference, it must not cause an unacceptable drop in the
quality of the data.

Adversarial attacks on text data are possible, but extremely challenging. Here is an example from an academic
paper:

A figure and explanation from the paper “Generating Fluent Adversarial Examples for Natural
Languages” by Huangzhao Zhang, Hao Zhou, Ning Miao, and Lei Li. [46]

As we can see, the resulting “poisoned” data - and the meaning of the sentence itself - has been changed significantly,
in a manner far more noticeable to a human than e.g. Glaze’s image markings. The sentence has shifted to being
more abstract, using ‘the’ instead of the more specific and directed ‘this’, and changing from the specific format
‘movie’ to the more generic ‘show’. These issues in natural languages make it challenging to poison text data in a
way that is still acceptable to read or publish, but is also sufficiently strong to affect an AI.

9.2 PR solutions

Companies - at least those not willing to risk the possibility of legal issues by hiding their AI use or otherwise
obscuring it - can sometimes be forced to abandon unethical uses of AI if their customers and public opinion are
against it. Celsys, the developers of Clip Studio Paint art software, were effectively forced to reverse their proposed
use of Stable Diffusion as an added feature after artists using their software overwhelmingly gave negative responses
[47] [48].

The ability of public opinion to influence this, on its own, is limited in many cases. Many companies do not directly
sell to individuals or end users; for example, infrastructure companies like Google and Amazon often deal with the
data of large companies, whose customers may not be thinking about or aware of what third parties do with their
data.
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10 Non-solutions: the risks of bad or ineffective solutions

One of the biggest threats to stopping unethical AI is not just making sure it is properly regulated, but as part
of that, ensuring that non-solutions and ineffective solutions are not implemented. This tends to fall into two
categories: malicious non-solutions proposed by those wishing to see AI poorly regulated, and unintentional non-
solutions proposed by those wanting to see AI properly regulated, but not fully understanding the implications of
the solution they are proposing.

To explain the damage both types can do (even though the unintentional sort is of course very different in morality
from the intentional sort) and where the risks lie, let us examine an ever-relevant political concept.

10.1 The law of inverse relevance

In the fictional political sitcom Yes Minister, Sir Arnold Robinson describes a very relevant political concept: what
he describes as the “law of inverse relevance”.

Yes Minister (1980). Sir Arnold explains the law of inverse relevance to Bernard.

This common political strategy can be seen everywhere; AI companies crying out for regulations are utilising it. In
proposing weak regulations that will not effectively regulate their activities, AI companies hope to divert public and
lawmaker attention from genuine, effective regulation, and weaken public and regulatory pressure on the ethics of
their activities. While those unintentionally proposing weak solutions are not trying to do this, the result is the
same: when a weak solution is implemented, public pressure to implement a solution disappears, because the public
believes it is already implemented.

As Sir Arnold also astutely said in another episode of Yes Minister, “doing the wrong thing is worse than doing
nothing”. While this statement is not universally true, it very frequently is; AI is an extremely good example of a
space where this assertion holds. Ineffective solutions don’t just fail to achieve any benefit; they divert attention and
public pressure from effective solutions, and give the false sense of the original problem being solved.

10.2 AI detectors

AI detectors are shady on many levels, but in the context of non-solutions, the largest problem they present is that
they are severely unreliable and prone to error, including an unacceptably high rate of false positives. Many claim
that their scores are only to be used as an ‘indication’ of whether content is AI-generated and should not be relied
upon as conclusive proof, yet that is inevitably what is happening. Their disclaimer is much more likely to be there
to avoid liability than in any genuine belief that users will not rely on their detectors’ outputs.

In April 2023, the Washington Post tested Turnitin, a company that sells plagiarism detection services including
AI detection. On a test of sixteen written submissions containing AI material, original material and a mix of both,
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Turnitin got 8 out of the 16 texts at least partially wrong [49]. In addition, it flagged an entirely original essay
written by one student as being written with the help of AI.

In January 2023, OpenAI launched a classifier to distinguish between human-written and AI-generated text. They
admitted that the accuracy rate of detecting AI-generated content was 26%, and that human-written content was
falsely flagged as AI-generated in 9% of cases [50].

Recent research has demonstrated the ease of fooling AI text detectors, demonstrating a major reduction in accuracy
using simple paraphrasing techniques [51]. Most AI detectors boast high accuracy scores, without any meaningful
evidence to back up their claims or make any verification of them, with tests not done by the providers of said tools
almost invariably finding far lower accuracy rates.

10.3 Subjective human review

It is inevitably the case that when something is suspected of being generated by an AI, in a situation where that is
prohibited, there needs to be some manner of evaluating whether or not that suspicion is true.

Suppose, for example, that a prize-winning artwork or published illustration is suspected of being generated by AI.
It is perfectly proper for a human, or several humans, to review the artwork in question to establish the probability
of AI generation being used, but this review must be objective and be made based on demonstrable, published
evidence. The aim of these requirements is not to eliminate the risk of false positives, but to mitigate that risk to
the maximum extent possible.

Compounding the risk of this problem is the inability to verify when it happens; false positives in these situations
are unreported. If a group of expert artists conclude an artwork was likely generated by AI, there is no plausible
way to verify the correctness of that conclusion: the rate of false positives will be implausible to measure. The same
problem applies to other areas such as when essays are accused of being AI-generated. In addition, many human
reviewers turn to AI detection tools either as additional proof or as sole proof of AI use, further increasing the rate
of false positives.

It is therefore imperative that when reviewing a work that has commercial or other significance (as opposed to e.g.
an ordinary submission to an art website) to establish the likelihood of it being made with AI tools, that the following
principles are upheld:

� There is a heavy leaning towards the presumption of innocence

� The contents of the review, including the evidence used to make the determination, is made publicly available
to enable proper oversight

� Full objectivity is required, with no reliance on “expert’s instinct” or similar subjective measures which are
prone to Dunning-Kruger overconfidence

� AI detectors are not utilised, as their scores are inevitably subject to human confirmation bias irrespective of
their accuracy, further reducing objectivity

For more typical content, like screening a fanfiction submission or a normal artwork upload, a more reactive approach
can be taken. AI detectors should still be avoided, at the very least until they are subject to far heavier regulation
than they currently are.

10.4 The damage inflicted by false positives

The mental, physical and sometimes economic damage done to individuals by being falsely accused cannot be over-
stated. In legal systems in various jurisdictions, Blackstone’s ratio, noted by William Blackstone in the 1760s, is a
common way of expressing the legal view that the law should err on the side of finding people innocent of crimes to
minimise the conviction of innocents. The ratio states:

“It is better that ten guilty persons escape than that one innocent suffer.”

- William Blackstone, in the Commentaries on the Laws of England

The dangers of improper review, or relying on AI detectors in any way, are not theoretical. In December 2022, the
artist Ben Moran was banned from a Reddit community with 22 million members after being falsely accused of using
AI to create a commissioned artwork [52] [53].
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In March 2023, The University of California accused a student, William Quarterman, of generating his submitted
work with AI. The university required him to speak before the university’s honor court, causing him to suffer full-
blown panic attacks [54]. The university later cleared him of the accusation, stating they did not believe him to have
used AI and had no reliable evidence to the contrary.

A unique problem with AI detection is that while an artist, writer or other expert has expertise in their fields, they
are not typically technical experts, and are thus less well placed to distinguish human content or processes from
AI-generated ones than they might believe. This creates an illusion of overconfidence in the ability to detect when a
work is AI-generated, and the lack of any ability to verify if their conclusion was correct reinforces this bias; if they
were wrong, they will not know it, giving the illusion that they are much more accurate at this detection than they
actually are.

10.5 Ineffective regulations

Where the regulation of AI is concerned, there are relatively few regulatory approaches that have any hope of being
effective if certain conditions are not met. Specifically, if the issue of data laundering is not addressed and companies
are not forced to record the data they train their models on, enforcing any other legal provisions will be effectively
impossible.

One area of this that needs to be considered is proactive versus reactive laws. This isn’t referring to the enacting of
said laws, but who is responsible for enforcing them; requiring AI companies to be proactively audited is far more
effective than only checking a company’s legal obligations if an entity files a legal complaint. If a regulation requires
that an individual makes a legal complaint, the AI company can swamp the individual in legal delays and costs,
effectively forcing them to either drop their complaint or have significant financial backing. This is a common legal
problem, and the lawsuits that categorise it are known as SLAPPs.

10.5.1 SLAPPs

SLAPPs, or intimidation lawsuits, are a type of lawsuit where the aim is to intimidate and silence the defendant.
They work by forcing the defendant to either abandon their claims, or face the heavy costs of mounting a legal
defence, which many individual defendants will not be able to afford. The plaintiff, or accuser, typically doesn’t
expect to actually win the lawsuit if it proceeds to court: this kind of lawsuit is a strategic abuse of money and
power.

Libel law is a prominent example of this problem. Around the world, libel law is often viewed by the legal profession
as the archetypical “rich man’s law”: it is easily used to suppress those without the financial means to mount a
defence and is thus often settled out of court, and frequently does not come down to which side was actually in the
right [55] [56] [57].

The same problem can and will occur in AI if weak regulations against unethical AI are passed; the ability to sue an
AI company for data theft would be of very little consequence to individuals, who typically cannot hope to endure the
stress and financial burden of defending themselves against vexacious retaliatory litigation made by the companies
in question. LAION’s recent legal threats against photographer Robert Kneschke are an example of this behaviour
[24]. Only proactive legislation, where the AI company is required to prove it is in compliance rather than others
being made to prove it is not, can be effective in this situation.

11 Determining which companies can be trusted with AI data

To properly explain this, we must first define two “types” of companies for clarity:

“Web Services Providers” are those who provide a massive array of different web services. Some of the major
players in this field include Microsoft Azure, Google Cloud Platform, Amazon Web Services, DigitalOcean, and
Oracle Cloud.

“AI Companies” are those which provide solely or primarily AI services; most are very new companies compared
to other tech companies. Examples include OpenAI, Stability AI, Hive, and Scale AI.

The aim of this section is to provide guidelines on how to assess a company’s likelihood of using AI to launder data.
In general, there is a clear correlation: Web Services Providers can generally be trusted with data put into their paid
non-AI web services, whilst primarily or solely AI companies cannot be trusted. This is not because of a difference
in ethics per se, but due to their different business models and the risk/reward of laundering data.

It goes without saying that this is not an entirely black and white matter; that a company falls into one bracket
or another does not inherently render it trustworthy or untrustworthy. While there is no way to “determine with
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certainty” to decide whether a given company can be trusted or not, there are ways to reasonably estimate it. There
are several factors we can examine which give us a good insight into a given company’s motives and likely intentions.

11.1 Company age and breadth of operations

In the digital world, cryptocurrencies and NFTs have presented an opportunity for scammers and fraudsters to
perform “rugpulls”: building up a product or financial store, then taking the money and running, effectively “pulling
the rug out” from under those who invested in it [58] [59] [60].

A similar problem is likely to happen in AI: companies that started comparatively recently (e.g less than 5-10 years
ago) and only have significant business in AI have a large incentive to misuse customer data. Under current legal
rules they are not required to retain the data they trained their models on, making it impossible to ascertain if they
stole user data, and since they do not have operations in other sectors, they have less to lose.

Companies that have been established for longer, and that have many different operations, are in the opposite
situation: unlike smaller or more recently formed companies, they have a huge amount of reputational capital to
protect and larger revenues to lose. Being discovered misusing customer data would bring them colossal damage in
PR, legal and financial terms.

11.2 Size of company customers, and type of data said customers store

It is the business of most web services providers to host all manner of data and websites; many have dedicated
services for storing government information, storing data in compliance with HIPAA, confidential information under
PCI-DSS rules, and other requirements.

In addition, such companies often count huge, multinational corporate giants among their main customers. To take
a few examples:

� Microsoft Azure is used by Shell, AT&T, Autodesk and eBay [61]

� Amazon Web Services is used by Adobe, Netflix, Samsung and Unilever [62]

� Google Cloud Platform is used by PayPal, Twitter, Procter & Gamble and Etsy [63]

This is significant because companies of this size have the legal and financial muscle to give even huge web services
providers a whole host of problems if their sensitive or commercial data was to be misused, used without consent or
leaked in any sense.

Web services providers have nailed their colours to the mast in this regard; the slightest suspicion of their customers’
data, that they have paid to store securely, would have gargantuan consequences. In addition, the larger providers
are so large that being caught in such actions would inevitably cause political disquiet and calls for more stringent
regulation or the breakup of the larger players, which is the last thing they want to happen.

A company training AI models on its own file storage service would also not be an appealing proposition for that
company. They will have little specific information about what those files contain; an image file could be a tiny
company logo, a human patient’s HIPAA-protected medical results, or any number of other things. The risk of using
legally protected data, and the likely result that the resulting model would be contaminated with huge amounts
of irrelevant and unhelpful data, makes it an unlikely scenario. In addition, the agreements for these file storage
services generally make it clear said data will not be used for AI or other non-customer-requested purposes, and take
responsibility for handling said data (see the Shared Responsibility Model subsection below).

Note that in the context of web services providers, this refers specifically to data stored for non-AI purposes, such
as in file storage services like Amazon S3 or Microsoft Azure Files. Data given to AI services within web services
providers, such as Amazon Rekognition or Microsoft Azure AI, should generally be assumed to be used for training
company models. Amazon Rekognition explicitly says so and has an opt-out option [64]; Azure Face API says images
are “automatically deleted after processing” [65], a statement that does not give any useful information where AI
training is concerned. If it were to turn out that it is training its models on customer data, the image file itself is
not needed after processing; only the resulting training data is used by an AI.

11.3 Number of company employees and size of operations

This is directly to do with the likelihood of whistleblowing occurring. In smaller, newer companies with fewer
employees, this is less likely: it is harder for a whistleblower to remain anonymous if less employees had access to
the information they share.
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In a large company, it is harder to discern exactly who blew the whistle on a given subject: in addition, some large
companies recognise that being caught suppressing whistleblowing can be a bigger business risk than allowing it to
happen and having proper policies for it in place. Trying to keep unethical use of customer data for AI a secret
would be far harder in a large company than a small one.

11.4 Terms of Service and other legal liabilities declared by the company

Probably the most obvious and telling difference between trustworthy companies and untrustworthy ones, in the
context of data, is the TOS (Terms of Service) by which they declare their responsibilities for said data.

Web services providers, because their main business is holding customer data and depends on customers trusting
them to do so, generally take responsibility for their part of the job that is keeping customer data secure by way of
the “shared responsibility model” [66] [67] [68].

11.4.1 Shared responsibility model

The “shared responsibility” model used by major web services providers. Examples here are
from Google and Microsoft respectively.

The basic premise of the “shared responsibility” model is that the provider is responsible for making sure their tools
and systems are secure, and the customer is responsible for using the tools and systems properly so their data remains
secure.

To explain a little more, web services are very complex products to use - they are not aimed at beginners or non-
tech people, but rather at experienced engineers. Tasks like ‘managing access to data for your web resources” are
extremely complicated, and mistakes like accidentally giving the wrong permissions for data access is a common
pitfall. Many organisations have entire teams or specialist employees dedicated to such tasks for this exact reason -
mistakes can be very problematic, to say the least.

The shared responsibility model, then, means that the customer’s job is to know how to use the services properly;
i.e. not exposing their own data to the wrong people by accident. The provider takes responsibility for making sure
the services do exactly what they’re supposed to do; if a customer had a correct data policy that only allowed access
to specific people, and that data was still accessible by people it wasn’t meant to be accessible to, that would be the
provider’s fault.

This is in contrast to AI companies, who often take no responsibility for data, using legal workarounds often used in
similar ways by businesses in other sectors.

11.5 Legal workarounds used by AI companies

11.5.1 Declaring legal responsibility on the user

The first workaround sometimes seen is one where the user is declared responsible for all output generated by a given
system. An AI company can use this to avoid being held responsible for copyright theft enabled by their systems,
for instance.
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Such a clause, if it only disclaimed specific things such as offensive or illegal output, would have a legitimate purpose
- it would be easy for malicious actor to use a company’s AI system to deliberately generate offensive or illegal
content, and it is difficult to reasonably prevent that from happening.

11.5.2 Declaring use of data for improvement purposes

Various companies state in their Terms of Service that your data may be used for purposes such as “improving their
services” or “improving existing products”. While in many non-AI cases this is a perfectly innocent statement and
isn’t anything to worry about, an AI company is effectively telling you that any data you provide may be used to
train its models.

There is an important note about solely AI companies, that do not have other services, in this context. When such
a company promises not to use customer data (or any other data given to it) for AI training, such a statement has
no real value; there is no reliable way to monitor or enforce it, due to the data laundering problem explained earlier
in this article. As a result, it should be assumed that any data given to such companies will be used for any purpose
the company chooses, such as training AI models.

11.5.3 Delegating legal responsibility to huge numbers of subsidiaries

A workaround utilised by some companies, particularly those offering AI microwork services, is to declare themselves
a ‘passive’ third party (ie they are not actually performing the task you pay them for), and declare their third party
subcontractors or workers who perform the task legally responsible for the handling of data. This approach is most
common where they are huge numbers of workers or subcontracted entities; such small entities are unlikely to have
the resources to insist on alternative arrangements, and the company benefits by being effectively impossible to sue
when data is mishandled, leading to a large incentive to misuse it.

This effectively allows a company to state in its Terms of Service that your data will not be used for X or Y purposes;
since said terms declare the third party subsidiaries responsible for data anyway, such a statement has no real
significance, but acts to lull those who do not read the fine print extremely carefully into a false sense of security. A
company offering both microwork services and other AI services, such as Hive.ai, has an incentive to exploit this; by
shifting the legal liability onto the microworkers, the company can use customer data to acquire training data for its
models via its microworkers, and simply throw a given microworker under the bus if a breach is discovered.

12 Appendix A: Examples of good uses of AI

It is important to note that many applications of AI are entirely ethical and beneficial. It is very unfortunate that,
despite this, the reputation of AI and ML is being badly damaged by unethical developers seeking to profit from
large-scale data laundering.

This section lists some examples of good uses of AI. All of these uses have a common theme: AI can be useful for
finding patterns in data that humans may struggle to find.

12.1 Agriculture

The use of AI in agriculture can improve crop yields and the ability of farmers to manage farmland efficiently [69]
[70]. This can include better detection of pests and diseases, crop maturity, soil conditions, weed management, and
many other variables that can be difficult to measure accurately.

12.2 Some areas of medicine

AI has been found to rival radiologists in screening X-rays in some situations [71]. It can be used to aid clinicians in
making more accurate diagnoses by providing a second opinion, and by reducing the burden on specialist clinicians
in less complicated cases.

It is also used in the discovery and development of new drugs [72] [73], and to assist humans in predicting the toxicity
and bioactivity of new drugs.

Analysing X-ray images or other test results for patterns is another area AI is good at; it can find very subtle patterns
in data that humans may struggle to find. Recent research has shown encouraging results for using AI to detect lung
cancer where it outperformed radiologists [74]; while it could not replace radiologists, its use could help reduce the
number of incorrect diagnoses and allow radiologists to treat more patients overall.
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LLMs have been utilised to translate brain activity from fMRI scans into text, which could be used for helping
patients otherwise unable to communicate [75]. Understandably, technologies that enable the “reading of minds”,
so to speak, often concern the public in terms of the risks of their misuse. To be clear, the authors of the research
are clearly aware of and alert to this risk, and the last paragraph of the ‘Discussion’ section of their paper is quoted
below.

“Finally, our privacy analysis suggests that subject cooperation is currently required both to train
and to apply the decoder. However, future developments might enable decoders to bypass these require-
ments. Moreover, even if decoder predictions are inaccurate without subject cooperation, they could be
intentionally misinterpreted for malicious purposes. For these and other unforeseen reasons, it is critical
to raise awareness of the risks of brain decoding technology and enact policies that protect each person’s
mental privacy.”

- Jerry Tang, Amanda LeBel, Shailee Jain & Alexander G. Huth, Semantic reconstruction of contin-
uous language from non-invasive brain recordings [75]

12.3 Financial fraud detection and prevention

The primary use of AI in finance is for fraud detection [76]. Much like the use of AI to find patterns in medical
images, AI and ML algorithms are excellent at finding patterns in financial data that humans might miss, allowing
it to improve detection and prevention rates for fraud and other bad activity.

12.4 Cybersecurity

AI can be used to help mitigate the effects of Distibuted-Denial-of-Service (DDoS) attacks, by detecting patterns in
incoming network traffic [77] [78].

12.5 Specific image recognition applications

Modern social media platforms, by their size and scale, have absolutely massive amounts of new user data being
uploaded to them. Given that various countries have been proposing rules limiting how long a social media provider
should have to remove problematic material, and the need to make safer websites online, doing this purely via human
moderation is not plausible both in monetary and time terms.

Using AI to identify problematic material, such as adult content where it’s not supposed to be or hate speech, can
reduce the workload on human moderators [79]. It is not designed to, and should not, replace human moderators -
its purpose is to reduce the amount of content that human moderators need to review. This has an additional benefit
to human moderators, who often suffer mental health issues as a result of being exposed to extreme and disturbing
online content as part of their role [80].

13 Appendix B: Examples of bad uses of AI

Bad uses of AI have one fundamental flaw in common: they attempt to solve problems in which the data required
to do so is so gargantuan, or so difficult to obtain, as to be effectively unsolvable.

In addition, any use of AI - or in fact any other technology at all - which attempts to be “decentralised” and not
require human supervision, comes into this category. Cryptocurrencies and NFTs are examples of technology that
were never viable in any form for this reason, among others.

13.1 Image generation and content generation

Generating images - or any other form of content - in a manner that doesn’t simply steal from existing works, requires
a level of data that cannot reasonably be obtained for the foreseeable future. This is explained in the subsection
Illustrating the weakness of AI: art earlier.

The current “popular” AI applications are not intelligent; they are statistical amalgamations of relationships com-
puted from their training data. Their sudden leap into the public eye is almost entirely the result of their use of
much larger data sets than in previous times due to unethical data scraping, as explained in earlier sections of this
paper.
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13.2 Self-driving cars

Unlike more restricted forms of transportation, like trains that run on tracks, there is no physical restriction on
where a car can move in 2D space. In addition, cars are frequently in very close promixity to pedestrians, making
the error margin for incorrect driving very small. This makes the dangers of a car that drives incorrectly a lot more
dangerous.

AI, by the limited nature of the data it has available to it, is effectively incapable of making error-free safe decisions
on roads, making self-driving cars a dangerous concept in many real life use cases. Humans, who are infamously very
far from perfect when it comes to driving, must adjust to a massive variety of different circumstances that may be
unreliable or unpredictable. Visibility, weather, traffic, local events, terrain, road maintenance condition, area type
and population density (urban, suburban, rural, etc), and many other factors are constantly in consideration.

Unlike some other applications of AI, where the AI can be used to aid human decisions, this is not possible in driving.
In situations where an AI fails to recognise a threat, the human will likely have a fraction of a second to react. A
human who is assuming the AI is driving will not only have to react to the danger, but also the fact that the AI
is unable to deal with the danger. This is next to impossible for any human to do; the same issue applies in any
situation where the maximum safe “reaction time” is sufficiently small.

In research performed by McAfee in 2019, it was found that adding a black sticker to a speed limit sign was sufficient
to cause a Tesla Model X to misinterpret the speed limit on a road.

Picture of a Tesla Model X’s HUD, showing that the simple black sticker, clearly readable by
a human as 35 mph, caused the car to misclassify the speed limit as 85 mph - a much higher
speed. [81]

While such research is often more focused on academic possibilities than current dangers, the illustrated problem
is simple: if this were to happen in real life, there would not be enough time for a human to react in many cases.
Additionally, while a human can mistake a number on a road sign, this is often specific to that human and their
current state of health; if a hundred humans drive past the sign, a few may misclassify it in a bad situation, but
a hundred AI-driven cars will have a far higher number misclassifying it as they do not differ in the same way the
humans do.

13.3 Many applications of anthropomorphic (human-like) robotics

It is something of a running gag, not only in the technology field but in popular culture, that highly-hyped human-like
robots end up failing in spectacular fashion every time they are presented, no matter how much showmanship and
fanfare is given at their presentation. Such robots are generally made more for research or marketing purposes than
anything else; to bring hype and attention to a company, rather than having an expectation of any practical use or
commercial success.

This is because properly understanding, and reacting to, an external environment is an extremely difficult task.
Humans have decades of experience of foreign objects, materials, and estimations of distance and speed such as
figuring out how far away an approaching car is that an AI does not, and even humans frequently fail at this task.
As Murray Shanahan recently pointed out, dogs are capable of navigating the external world, but current LLMs and
robotics are not even close to being capable of this [82].
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Most robots that function in a useful manner today, and will be capable of doing so in the foreseeable future, are
those that work in limited, sandboxed environments, where reacting to a fully fledged external environment is not
required. Anthropomorphic (human-like) forms are not frequently helpful, as human posture and center of grav-
ity considerations make such designs unnecessary for many applications. Examples of useful non-anthropomorphic
robotics applications can be seen in medicine and manufacturing [83], among other fields. While some useful anthro-
pomorphic robots do exist, they are not often well known to the public, as they tend to only be useful in limited,
sandboxed environments.

Dr. No (1962). Metal hands, though strong and durable, aren’t always ideal.

It is important to note that this is only a bad use of AI at the current time, and only in the context of fully-fledged
anthropomorphic robotics. Anthropomorphic robotics and the use of AI for them may be more feasible and useful
at some point in the future when available data and other mechanisms are improved enough, though it is difficult to
estimate when.

13.4 Facial recognition

Facial recognition, as an AI field, has been plagued with problems; in particular, the racial bias exhibited by most
such systems [84]. It is no coincidence that the data such systems are trained on tends to be predominantly of specific
ethnic groups, and that the AI - with little data of other groups - inevitably ends up unable to accurately recognise
people in those groups and is prone to bias against them.

This bias problem is not solely about data. It is also a known problem that developers of AI algorithms are prone to
infusing their algorithms with their own biases, effectively transferring responsibility for that bias to a machine that
can be falsely claimed ‘not to be biased’. An exceptionally good explanation of this phenomenon can be read in the
paper “Conceptualizing Algorithmic Stigmatization” by Nazanin Andalibi et al [85].

13.5 Therapy

In January 2023, the mental health nonprofit Koko performed an experiment [86] involving the use of GPT-3 to
write messages sent to patients who were seeking help. Putting aside for the sake of this article the numerous ethical
concerns of said experiment, it was clear this would not work.

As the experiment noted, users rated AI responses highly until discovering they were written by AI, at which point
they did not like them. Robert Morris, Koko’s co-founder, noted that:

“Once people learned the messages were co-created by a machine, it didn’t work. Simulated empathy
feels weird, empty.” [87].

This should not come as a surprise: it feels weird not because it is simulated, but because it is not there at all. The
basic concept of therapy relies on the patient being confident that the therapist does, in fact, have knowledge of a
wide variety of different human conditions and the ability to empathise.

Suppose a patient goes to see a doctor complaining of an illness, and is prescribed a medicine. If the patient goes
home and searches Google for their symptoms, and it comes up with the same medicine, that does not mean that
the doctor and Google used the same information to decide which medicine was correct. The doctor has consulted
their vast knowledge of medicine; Google has found the most “relevant and popular” search result. For this reason,
patients self-medicating via Google is not known for being a medically wise decision; thus most medicines must be
prescribed to the patient by a qualified medical professional, instead of the patient being allowed to buy it themselves.
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An AI dispensing therapy is no different; that it came up with an answer does not mean it understood the answer,
or that it understood whether the answer was correct in the context of the patient’s medical history. It is therefore
of no surprise that patients would immediately lose confidence in therapy when learning the messages were written
by an AI, because they can no longer trust that medical understanding of their condition is guiding the treatment.
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